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Abstract—Perception and prediction modules are critical com-
ponents of autonomous driving systems, enabling vehicles to
navigate safely through complex environments. The perception
module is responsible for perceiving the environment, including
static and dynamic objects, while the prediction module is
responsible for predicting the future behavior of these objects.
These modules are typically divided into three tasks: object
detection, object tracking, and motion prediction. Traditionally,
these tasks are developed and optimized independently, with
outputs passed sequentially from one to the next. However, this
approach has significant limitations: computational resources
are not shared across tasks, the lack of joint optimization can
amplify errors as they propagate throughout the pipeline, and
uncertainty is rarely propagated between modules, resulting in
significant information loss. To address these challenges, the joint
perception and prediction paradigm has emerged, integrating
perception and prediction into a unified model through multi-
task learning. This strategy not only overcomes the limitations
of previous methods, but also enables the three tasks to have
direct access to raw sensor data, allowing richer and more
nuanced environmental interpretations. This paper presents the
first comprehensive survey of joint perception and prediction for
autonomous driving. We propose a taxonomy that categorizes ap-
proaches based on input representation, scene context modeling,
and output representation, highlighting their contributions and
limitations. Additionally, we present a qualitative analysis and
quantitative comparison of existing methods. Finally, we discuss
future research directions based on identified gaps in the state-
of-the-art.

Index Terms—Joint Perception and Prediction, Object Detec-
tion, Motion Prediction, Deep Learning, Autonomous Driving

I. INTRODUCTION

Autonomous driving (AD) is an exciting technology that
holds the promise of revolutionizing transportation, providing
a safe, comfortable and efficient driving experience [1]. AD
systems are inherently complex, integrating diverse compo-
nents such as sensors, processing units, and advanced al-
gorithms. These systems must address a wide variety of
challenges, including sensor inaccuracies, hardware reliability,
real-time decision-making, adverse weather conditions, and
dynamic traffic scenarios. The primary objective of an AD
system is to process sensory inputs and generate vehicle
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control commands, such as steering angles and accelerator or
brake inputs.

AD systems are usually developed using one of two pri-
mary approaches: modular [1]-[5] or end-to-end [6]-[10].
The modular approach decomposes the overall AD system
into sequential, easier-to-solve subproblems, while the end-to-
end approach formulates the driving task as a single learning
process, directly transforming sensor data into control com-
mands. In the modular approach, the core components include
perception, prediction, planning, and control. Among these,
the perception and prediction modules play a critical role,
as accurately perceiving the environment and predicting the
future behavior of dynamic agents are essential for safe navi-
gation through traffic. These modules must therefore be highly
accurate, robust, and capable of operating in real time [11]-
[13]]. Accurate perception and prediction significantly ease the
tasks of downstream modules, such as motion planning [[14]]
and control [15], while minimizing the risk of catastrophic
failures due to error propagation [|16].

The perception and prediction modules typically involve
three key tasks: object detection, object tracking, and motion
prediction [17]. Object detection identifies objects of interest
in the environment, such as vehicles, pedestrians, bicycles,
and static obstacles. Accurate detection is crucial for under-
standing the surrounding scene and serves as the foundation
for subsequent tasks. Building on detection, object tracking
monitors these objects over time to establish their trajectories.
It ensures temporal consistency, enabling the system to distin-
guish between stationary and moving objects. Finally, motion
prediction is designed to predict the future movement of the
tracked objects to anticipate potential collisions or conflicts.

Traditionally, these tasks are designed and optimized inde-
pendently and executed sequentially, with the output of one
task feeding into the next. While this simplifies the design
and implementation of individual tasks, it comes with notable
shortcomings. First, computation is not shared across the
tasks, resulting in inefficiencies and higher resource demands.
For example, independently learning detection and tracking
may result in redundant processing of scene features, thereby
missing opportunities to optimize computational efficiency.
Second, the lack of joint optimization means that errors in
one module can propagate downstream. For instance, a false
positive in object detection may lead to unnecessary tracking
and motion predictions. Third, uncertainty is rarely propagated
across modules, leading to information loss [18].

Recently, joint perception and prediction approaches have
emerged to address these challenges by integrating perception
and prediction tasks into a unified learning-based framework.
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Fig. 1: The proposed taxonomy of joint perception and prediction for autonomous driving.

These methods leverage multi-task learning, allowing a single
model to simultaneously handle the perception and predic-
tion problems [17], [19], [20]]. This integration offers several
benefits, including shared computation across tasks, which
significantly enhances efficiency. This a critical factor for real-
time AD systems where high latency can be fatal. Furthermore,
motion prediction and object tracking tasks can directly access
raw sensor data instead of relying on the output of the object
detection process, enabling more nuanced interpretations of
the environment. This shared knowledge also strengthens
the object detection task itself by accumulating contextual
information over time. In this way, joint perception and
prediction approaches reduce the detection of false negatives
when dealing with occluded and far away objects, and the
detection of false positives by accumulating evidence over time
[19].

In light of the growing importance of this emerging field,
this paper presents the first comprehensive survey on joint
perception and prediction for autonomous driving. The
contributions of this paper are as follows:

o To present a survey of the state-of-the-art in joint percep-
tion and prediction for autonomous driving;

o To propose a taxonomy to classify the joint perception
and prediction approaches;

o To provide a qualitative analysis and a quantitative com-
parison of existing methods;

o To identify research gaps and potential future research
directions to advance the state-of-the-art.

The remainder of this paper is structured as follows:
tion [l|introduces the taxonomy, categorizing approaches based
on input representation, scene context modeling, and output
representation. provides a qualitative analysis and
a quantitative comparison of existing methods.
discusses future research directions, highlighting research gaps
to be addressed in joint perception and prediction. Finally,
summarizes the key findings and conclusions of
this survey.

II. JOINT PERCEPTION AND PREDICTION

Joint perception and prediction methods are designed to
simultaneously detect, track, and predict the motion of multi-
ple agents within a scene. This integrated approach enables
a deeper understanding of the environment by leveraging
the synergies between perception and prediction tasks [19].
These methods utilize diverse input and output representations,

various sensor modalities, and different ways of modeling
the scene context to optimize overall performance.
summarizes the taxonomy and its various levels.

In this section, based on a thorough analysis of the state
of the art, we categorize the joint perception and prediction
approaches into three key areas: input representation, scene
context, and output representation. The input representation
category is further divided into bird’s-eye-view, multi-view
images, range-view, 3D voxel grid, and multi-representation.
The scene context is broken down into map modeling, inter-
action modeling, and trajectory modeling. Lastly, the output
representation is classified into bounding box, pixel-wise, and
occupancy map, highlighting different strategies to represent
predicted outcomes. It is important to note that these taxonomy
levels are not mutually exclusive; therefore, methods can
simultaneously span multiple levels. This taxonomy highlights
the range of strategies and methodologies employed in re-
cent research to achieve joint perception and prediction in
autonomous driving.

A. Input Representation

The choice of input representation is crucial for joint percep-
tion and prediction approaches as it determines how informa-
tion from the environment is captured, processed, and utilized.
This information is gathered from a variety of sensors, such as
cameras and LiDARs, and can be transformed into different
representations to improve performance, reduce computational
complexity, and enhance other aspects of the model. This
section describes and compares the input representations com-
monly explored in recent research, including, bird’s-eye-view,
multi-view images, range-view, 3D voxel grid, and multi-
representation. illustrates these representations. We
discuss how these representations are constructed, as well
as how different approaches propose to encode and process
this data. Additionally, we also discuss how fusing these
representations can improve the understanding of complex
driving scenarios, contributing to more robust joint perception
and prediction models.

1) Bird’s-Eye-View: Bird’s-eye-view (BEV) representation
is a type of voxelization that consists of a top-down view of
the environment by transforming 3D point cloud data, typically
captured by LiDAR sensors, into a 2D grid-based map. BEV
provides strong prior information about object shapes and
facilitates the fusion of data across multiple frames, making it
ideal for joint perception and prediction methods [26]]. For this
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Fig. 2: Illustration of the input representations used in joint perception and prediction for autonomous driving: (a) bird’s-eye-view, (b)
multi-view images, (c) range-view, and (d) 3D voxel grid. Multi-representation is not depicted in this figure, as it simply involves using
two or more of these representations. Figure created based on —.

reason, BEV is the most commonly used input representation
for these methods.

FaF was a pioneering work that introduced the concept
of joint perception and prediction. FaF used a BEV grid, repre-
senting the 3D environment in a 4D tensor (X, y, height, time).
Two fusion strategies were proposed: early fusion, which
aggregates temporal information at the input level using 1D
convolutions before extracting features with 2D convolutions,
and late fusion, which incrementally combines temporal data
with 2D and 3D convolutions. FaF established the groundwork
for joint perception and prediction within a single end-to-
end neural network, allowing the propagation of uncertainty
and improving holistic reasoning. IntentNet furthered
this approach by stacking height and time dimensions into
the channel dimension, optimizing computational efficiency
with 2D convolutions. Subsequent works [17], [20]], [28]-[32]
followed IntentNet and encoded the BEV representation in
a similar way. Several approaches subsequently focused on
enhancing the extraction of spatial and temporal features. The
authors of [33]]-[37] applied the Rotated Region of Interest
Align (RRol align) [38]] to extract per-actor features. Motion-
Net explored when and how to aggregate temporal fea-
tures, in order to better capture both local and global contexts.
To achieve that, they proposed a Spatio-Temporal Pyramid
Network (STPN) that relies solely on 2D and pseudo-1D
convolutions. MotionNet set an efficient baseline, later adopted
by works such as [39]—[42] for feature extraction. LidNet
built upon MotionNet with enhancements such as residual
convolutional blocks and replacing strided convolutions with
average pooling for spatial reduction. SDP-Net introduced
a BEV flow map that dynamically estimates motion and
aligns features across frames, allowing more effective motion
estimation and feature aggregation. SDAPNet fused multi-
scale feature maps from a 2D Convolutional Neural Network
(CNN) using a Multi-to-Single Fusion (MoSF) mechanism.
ImplicitO [46] used a 2D CNN feature extractor combined
with a Feature Pyramid Network (FPN) to process multi-
resolution feature planes.

Departing from traditional occupancy BEV grids, FS-GRU
[48]], ContrastMotion [49] and STINet [18] used PointPillars
to encode features within vertical pillars of the point
cloud, forming 2D BEV pseudo-images further processed
by 2D CNNs. To capture temporal dynamics, FS-GRU used

Convolutional Gated Recurrent Unit (ConvGRU) for shared
feature extraction between frames, ContrastMotion proposed
Gated Multi-Frame Fusion (GMF) for complementary features
from adjacent frames, and STINet developed a Temporal
Region Proposal Network (T-RPN) to generate future object
proposals using current and past bounding boxes. Meanwhile,
FutureDet [51]] and DeTra [52] employed VoxelNet [53]
instead of PointPillars to extract voxel features from point
cloud sweeps, which are also further processed by 2D CNNS.
Additionally, DeTra also integrated a multiscale deformable
attention to fuse multi-level feature maps. To model long-range
spatial and temporal interactions, STAN [54] introduced a spa-
tiotemporal transformer network with dedicated temporal and
spatial attention modules, diverging from earlier approaches
that predominantly used CNNs or RNNs.

The evolution of BEV-based joint perception and predic-
tion approaches has brought significant advancements, but
limitations remain. The voxelization process inherent in BEV
representations can lead to the loss of fine-grained details from
the original 3D point cloud, which may degrade the accuracy
of perception and prediction tasks. Additionally, BEV grids
can become computationally expensive as their resolution
increases, posing challenges for real-time applications.

2) Multi-View Images: Multi-view images are captured
by multiple cameras positioned around a vehicle, providing
comprehensive 360-degree coverage of its surroundings. Pro-
cessing consecutive frames from these cameras enables joint
perception and prediction of the behavior of multiple agents
in complex driving scenarios. Approaches using this input
representation have evolved rapidly, with most studies lifting
camera features into a BEV representation. It is noteworthy
that BEV formation from multi-view images is part of the
network’s learning process and not the input itself, while in
the methods described in BEV is the primary
input to the neural network. These camera-based methods have
shown the potential to rival the performance of LiDAR-based
approaches, offering benefits such as lower cost and higher
resolution [53].

FIERY was the first approach to achieve joint per-
ception and prediction from multi-view images. It used a
convolutional encoder to extract features from each cam-
era and predicted discrete depth probabilities. These depth
estimates, combined with camera intrinsics and extrinsics,
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allowed the model to lift the 2D images into 3D space.
The 3D features were then pooled along the vertical axis
to create the BEV feature map for each time frame. To
align these features over time, FIERY employed ego-motion
data and a Spatial Transformer [56], followed by a 3D
convolutional network to capture spatio-temporal dynamics.
Building upon the foundation established by FIERY, subse-
quent works focused on enhancing the BEV transformation
process and improving modeling efficiency. BEVerse [22]
introduced a SwinTransformer backbone for more effective
feature extraction from 2D images, while PowerBEV [57]]
used 2D convolutions, collapsing time and feature dimensions,
to improve computational efficiency. ST-P3 [58|] proposed
an egocentric aligned accumulation strategy, ensuring better
spatial alignment across frames. StretchBEV [59] incorporated
temporal dynamics using a recurrent neural network (RNN)
with stochastic residual updates, enabling diverse long-term
predictions. More recent approaches, PIP [[60] and UniAD [61]
simultaneously learned static map features and dynamic agent
motion features through interactions between queries and the
environment. TBP-Former [62]] unified the BEV construction
by transforming image features and synchronizing multiple
time frames in a single step using a cross-view attention
mechanism. Additionally, it introduced a pyramid transformer
to better capture spatial-temporal features, outperforming tra-
ditional RNNs or 3D convolutions.

Shifting away from explicit BEV grids, ViP3D [63] used
agent-centric 3D queries to aggregate spatial features and track
agents dynamically over time, implicitly achieving a top-down
spatial context. VAD [64] argued that autonomous driving
could be achieved using a fully vectorized representation
instead of dense BEV grids, achieving high computational
efficiency. Through vectorized map and motion representa-
tions, VAD demonstrated that agent and map queries could
effectively learn and represent the scene.

In summary, the evolution of multi-view image approaches
has focused on enhancing the multi-view images transforma-
tion to a top-down view representation, temporal modeling,
and computational efficiency. Alternative methods, such as
the vectorized representation in VAD and the implicit top-
down spatial context in ViP3D, offer promising directions for
future research. However, approaches that rely solely on multi-
view images face notable limitations. Depth estimation from
monocular images across multiple cameras can be inaccurate,
as cameras do not directly capture depth information. This
process is highly dependent on accurate camera calibration to
ensure proper alignment in 3D space. Aligning consecutive
frames can be challenging due to motion blur, mismatched
frame rates, or fast-changing scenes. Finally, camera-based
methods struggle in poor visibility conditions such as fog, rain
or low light, where the quality of visual input is significantly
reduced.

3) Range-View: Range-view (RV) representation is a native
format for LiDAR data, where the 3D point measurements
from a LiDAR sweep are projected onto a 2D panoramic range
image. Each sweep captures measurements from a full 360°
rotation, resulting in a dense representation of the environment.
In an RV image, each pixel corresponds to a LiDAR point,

with its position determined by the azimuth and elevation
angles of the sensor. When multiple points project to the same
pixel, the point with the smallest range is retained. Compared
to BEV representation, which renders the 3D point cloud
into a 2D grid, RV maintains the original maximum range
and resolution of the sensor data. This allows fine-grained
details to be captured, such as identifying which parts of the
scene are visible to the sensor and which parts are occluded.
Furthermore, RV retains the native structure of the data without
the information loss associated with voxelization, enabling the
detection of smaller and distant objects more effectively than
BEV methods [23].

Several approaches have utilized RV representation for joint
perception and prediction, proposing innovative methods to
fuse multiple sweeps from consecutive time frames and extract
meaningful features. LaserFlow [23]] was the first to use an RV-
only representation, introducing a multi-sweep fusion architec-
ture to address information loss due to viewpoint changes. It
accomplishes this by extracting features independently from
each sweep in its original view using 2D convolutions and
then transforming these features to a common viewpoint
through ego-motion compensation. Building on this concept,
RV-FuseNet [[65]] proposed an incremental fusion approach,
which sequentially fuses sweeps to minimize information loss,
particularly in scenarios with significant ego-motion or object
movement. Meanwhile, SPFNet [[66] used RV to forecast
future point cloud sweeps, thereby avoiding the need for
object-level labels. They employed a shared 2D CNN encoder
to extract features from each RV image, followed by a Long
Short-Term Memory (LSTM) network to capture temporal
dynamics, treating it as a sequence-to-sequence problem.

In summary, RV representation enables a detailed and effi-
cient way to utilize LiDAR data, supporting end-to-end joint
perception and prediction approaches. Its ability to maintain
the native structure of sensor data makes it a powerful alter-
native to BEV. However, RV still faces significant challenges,
particularly with aligning features across multiple sweeps due
to changes in perspective. Fusing consecutive time frames of
this representation makes distortions arise due to the shift in
the center of spherical projections [23]], [[67]]. These challenges
limit the exploration of RV compared to BEV, despite its
advantages.

4) 3D Voxel Grid: 3D voxel grids are a volumetric repre-
sentation of the environment, typically derived from LiDAR
point cloud data, where the space is divided into a uniform
grid of small cubic cells, known as voxels. Each voxel stores
information about whether the space is occupied or not.
Compared to RV and BEV representation, 3D voxel grid
provides a more comprehensive understanding of the 3D scene.
While RV suffers from distortions due to spherical projections,
and BEV voxelizes the 3D scene to a top-down 2D plane,
losing important vertical information, 3D voxel grids better
preserve the 3D geometry.

Khurana et al. [69] used consecutive LiDAR point cloud
sweeps to create a voxel grid with spatial and temporal
dimensions. By merging the vertical and temporal dimensions
into a single channel, they were able to apply 2D convolutions
to the data while still capturing the 4D spatial-temporal occu-
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TABLE I: Summary of the joint perception and prediction approaches according to the input representation level of the taxonomy. Works

are sorted in ascending chronological order.

Input Representation  Characteristics

Works

Top-down 2D grid map from 3D Li-

Bird’s-Eye-View DAR point cloud

FaF [19], IntentNet [27], NMP [20], SpAGNN [33], PnPNet [|17], Mo-
tionNet [21], STINet [18], ILVM [34], PPP [28], Casas et al. [35], SDP-
Net [44], Phillips et al. [36], MP3 [29], MultiXNet [30], SDAPNet [45],
SA-GNN [31], LookOut [37], STAN [54], BE-STI [39], FutureDet [51],
FS-GRU [48], Khurana et al. [32], LidNet [43], WeakMotionNet [40],
ImplicitO [46], ContrastMotion [49], MSRM [41], Wang et al. [42], and
DeTra [52]

360-degree coverage from multiple

Multi-View Images vehicle-mounted RGB cameras

FIERY [55], BEVerse [22], ST-P3 [68], StretchBEV [59], PIP [60], TBP-
Former [62], UniAD [61], ViP3D [63], PowerBEV [57], and VAD [64]

Panoramic range image from LiDAR

Range-View
measurements

SPF2 [|66], LaserFlow [23], and RV-FuseNet [65]

3D LiDAR point cloud divided into

3D Voxel Grid . .
uniform voxel grids

Proxy-4DOF [|69], and Occ4cast [70]

Combined data from various sensor

Multi-Representation . .
P modalities and representations

FISHING Net [71], InteractionTransformer [72], LiRaNet [73], SSPML
[74], MVFuseNet [[75], Khalil et al. [26], LiCaNext [76], Fadadu et al.
[67], LiCaNet [77], FusionAD [78], and Fang et al. [[79]

pancy. Occ4cast [70] introduced the Occupancy Completion
and Forecasting (OCF) task, combining scene completion and
forecasting within a single framework. To demonstrate the
feasibility of their approach, they explored different baseline
architectures, such as 3D convolutions and Convolutional Long
Short-Term Memory (ConvLSTM) [80], for modeling spatial-
temporal correlations.

Despite its potential, 3D voxel grid representation is not
widely adopted in joint perception and prediction, with only
a few approaches exploring it. The main challenge lies in
the high computational cost of processing large voxel grids
with temporal dimensions, which becomes even more signifi-
cant when using high-resolution grids. Since joint perception
and prediction approaches often require multiple consecutive
frames of sensor data to forecast the trajectories of dynamic
objects, they typically rely on simplified representations such
as BEV and RV to reduce computational overhead. For the
same reason, in joint perception and prediction approaches,
raw point clouds are never used directly without a pre-
processing step to convert them into BEV, RV, or 3D voxel
grids.

5) Multi-Representation: Multi-representation fusion in au-
tonomous driving integrates data from various sensor modal-
ities and representations, such as BEV point cloud, RV point
cloud, and camera images. By combining different formats,
these approaches exploit the complementary strengths of each
representation while compensating for their individual lim-
itations. For instance, BEV preserves the physical size of
objects and spatial relationships, RV retains detailed occlusion
information and RGB images provide dense semantic features
[43]]. This fusion enables a more robust and comprehensive
understanding of the driving scene.

The approaches discussed in this section employ multi-
representation fusion in various ways, primarily differing in
the types of representations they use and how they integrate
the data. Some methods [72f, [74], 78], [79] fuse camera

images with BEV representations. For example, the authors
in [72] employed a dual-stream architecture where a 2D
CNN processes multi-sweep BEV LiDAR, while a pretrained
ResNet-18 [81] extracts features from front-view images. The
features are then fused through a continuous fusion layer in
the BEV space, resulting in a dense and unified representation.
Similarly, FusionAD [78]] processes multi-view camera images
and BEV LiDAR data separately with backbone networks,
then combines them using a transformer-based architecture
with multiple attention mechanisms: points cross-attention for
the LiDAR BEV features, image cross-attention for image fea-
tures, and temporal self-attention for historical BEV features.
The authors of [74] and [79] incorporate optical flow from
camera images to complement LiDAR BEV representation,
thereby enhancing motion prediction capabilities.

Other approaches ( [26], [75]) fuse LiDAR point clouds
using both BEV and RV representations. For instance, the
authors of [26]] employed separate CNN branches for historical
BEV point cloud sweeps and the current RV sweep. The RV
features are then processed by a U-Net [82] and projected
onto the BEV space for further fusion with the BEV features.
MVFuseNet [75] goes a step further by performing multi-view
temporal fusion over multiple LiDAR sweeps, sequentially
processing RV features and projecting them to BEV from the
oldest to the most recent sweep. LiCaNet [77] and its suc-
cessor, LiCaNext [76], enhance this by incorporating camera
images into the fusion process, with LiCaNext adding residual
images to capture temporal dynamics. The authors of [67]]
utilized cameras, LiDAR BEYV, and RV in a manner similar
to LiCaNet and LiCaNext.

Radar data has also been explored in multi-representation
fusion, although it has not been investigated as a standalone
input for joint perception and prediction approaches as the
representations discussed in the previous sections. LiRaNet
[73] integrates radar and LiDAR data by applying spatial-
temporal processing to radar features with graph-based con-
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Fig. 3: Chronological overview of the joint perception and prediction approaches according to the input representation level of the taxonomy.

volutions and multi-layer perceptrons (MLPs) for temporal
fusion. These features are then fused into a shared BEV
representation for further processing. FISHING Net [[71] fuses
consecutive frames of multi-view camera images, radar BEV,
and LiDAR BEYV representations using separate convolutional
encoder-decoder networks, aggregating the outputs in the BEV
space via average or priority pooling methods.

Multi-representation fusion leverages the complementary
strengths of various representations, significantly enhancing
system capabilities, but still presents challenges. The increased
computational complexity of processing multiple representa-
tions can lead to higher latency, posing a concern for real-time
applications. Additionally, aligning features from different
modalities, such as cameras, LiDAR, and radar, is difficult
due to variations in resolution, noise characteristics, and field
of view. Radar, in particular, is less widely used because it
offers 2-3 orders of magnitude fewer points and has a much
lower angular resolution compared to LiDAR [73].

Summary: summarizes the joint perception and
prediction approaches categorized by their input representation
level in the taxonomy. BEV representations are by far the
most commonly used, appearing in 29 works from a set of 55.
Additionally, there has been considerable research into multi-
view images and multi-representation approaches.

IFigure 3| provides a chronological overview of these ap-
proaches based on their input representations. Notably, BEV
representation was the pioneering choice for joint perception
and prediction and continues to be widely adopted. However,
multi-view images have gained significant attention in recent
years, highlighting the growing importance of dense and
semantic representations. Multi-representation approaches saw
a surge in interest during 2020 and 2021, and they remain a
viable option due to the benefits of leveraging complementary
sensors and representations. Finally, 3D voxel grid approaches
are still emerging, driven by the appearance of self-supervised
point cloud forecasting methods for joint perception and
prediction.

B. Scene Context

Scene context modeling enables autonomous driving sys-
tems to understand both the static and dynamic elements
of the environment, facilitating accurate detection of agents

and prediction of their future movements. By modeling scene
context, these systems can better interpret constraints and
uncertainties inherent to perception and prediction tasks, such
as road topology, traffic rules, the stochastic nature of agent
motion, and the interactions between agents. This section
is divided into three key areas: map modeling, interaction
modeling, and trajectory modeling, each addressing different
facets of the scene context. illustrates these types of
scene context modeling.

1) Map Modeling: Map modeling provides autonomous
driving systems with the context for understanding traffic
constraints, including drivable surfaces, lane boundaries and
directions, intersections, and pedestrian crossings. These ele-
ments deliver contextual insight into the possible actions and
constraints for each agent within the scene.

Approaches to map modeling can be categorized based on
whether they implicitly or explicitly incorporate the static map
context. Most approaches [18]], [19], [21[, [23], [26], [32],
(391451, [490, (511, [541, 1550, (571, (591, [65], (66, [691-
[71[1, [74]1, [[76[l, [77]], [79]] rely on implicit modeling, where the
spatial structure, dynamics, and environmental constraints are
indirectly learned through the sensor inputs and the training
process of the model, rather than being explicitly represented
within the network. On the other hand, other approaches
(170, 1200, [22], [27]-131], [331-[37], (46, [48], [52], [60]-
64, (671, 168, 721, [73[l, [75], [78] explicitly represent map
information, either by using High-Definition Maps (HD Maps)
as inputs or by constructing semantic maps from sensor data
in real-time.

HD maps are leveraged as an input source of detailed prior
knowledge, allowing models to integrate static information
on traffic rules and constraints directly. HD maps provide
detailed and structured a priori information about the driving
environment, including road geometry, road lanes, drivable
surfaces, traffic signs, intersections, pedestrian crossings, and
other key static elements. However, they cannot be used as
the sole input for autonomous driving tasks due to their lack
of real-time information, being combined with sensor data.
Approaches using HD maps can be subdivided based on the
map encoding strategies and the stage at which the fusion takes
place. Rasterized BEV representation is the most common
method, where HD maps are converted into multi-channel
BEV binary masks, with each channel containing different se-
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(a) Map Modeling

(b) Interaction Modeling

(c) Trajectory Modeling

-

—

Fig. 4: Illustration of the types of scene context modeling: (a) map modeling, (b) interaction modeling, and (c) trajectory modeling.

Figure created based on [37], [72], [83].

mantic features like lanes, road surfaces, intersections, among
others. Some methods ( [17], [20]], [72]) perform fusion at
the raw input level, merging rasterized BEV HD maps with
BEV LiDAR data through straightforward concatenation along
the channel dimension, since both share a top-down view of
the environment. These inputs are then processed together by
convolutional networks to extract joint features. However, the
majority of approaches [27], [28]], [30[, [31]], [33]-[37], [46],
[48], [167], [[73], [[75] perform fusion at the feature level, where
HD maps and sensor data are processed separately through
backbone networks, typically CNNs, before the extracted
feature maps are concatenated and passed through another
network to obtain the fused features. Processing HD maps and
sensor data separately allows backbone networks to indepen-
dently extract meaningful features from each source, which
are then fused to ensure balanced integration between their
unique features without one overshadowing the other. Some
approaches have moved beyond rasterized representations; for
instance, ViP3D [63]] employs a vectorized representation of
HD maps, using Graph Neural Networks (GNNs) to extract
features from the vectorized map elements. Similarly, DeTra
[52] uses a graph-based representation, where lane centerlines
are divided into segments and each center of the segment forms
a node in the lane graph. Graph Convolution Networks (GCN)
are then used to extract map embeddings for each lane node.

Other approaches opt to construct their semantic maps
dynamically, directly from sensor data. These online semantic
maps are built in real-time, predicting updated and adaptive
features such as drivable areas, intersections, construction
zones, and reachable lanes, making them an alternative to static
HD maps. For example, MP3 [29]] constructs an online map
from BEV point cloud feature maps using a CNN decoder, out-
putting probabilistic estimates organized in channels to handle
uncertainties. The drivable area and intersections channels are
modeled as Bernoulli random variables, and reachable lanes
channel as a Laplacian distribution. BEVerse [22] and ST-P3
[68]] similarly use CNN decoders to create online semantic
maps, operating on multi-view images encoded by ConvGRUs.
TBP-Former [62] adopts a transformer-based framework to
encode multi-view images, using a decoder to predict essential
traffic elements like drivable areas and lanes. Some methods,
such as PIP [60] and VAD [64], use map queries to extract
BEV map features, producing map vectors that represent road
topology instead of multi-channel map layers, while UniAD
[61] and FusionAD [78|] employ map queries to perform

panoptic segmentation of the map.

In joint perception and prediction, map modeling ranges
from implicit modeling to full HD map dependency or on-the-
fly semantic map construction. Systems that generate online
semantic maps can operate with less dependency on precise
localization than those relying on HD maps, which require
centimeter-level accuracy [29]. These online maps update
dynamically based on sensor inputs, making them highly
responsive in situations like construction zones or temporary
road alterations. Although HD maps offer superior detail,
they are resource-intensive, costly, and difficult to maintain,
particularly over large geographic areas, often leading to
outdated information. Online semantic maps, despite potential
uncertainties, address these challenges by providing adaptive
and up-to-date environmental context.

2) Interaction Modeling: Vehicles on the road are con-
stantly interacting with other road users, including other ve-
hicles, pedestrians, and bicycles, as well as with the spatial
layout and traffic rules of the environment. These interactions
influence the intentions and future movements of each agent in
the scene. For example, as a vehicle approaches a roundabout,
it yields to cars already circulating within, adjusting its entry
speed based on the flow of traffic while adhering to rules that
give priority to those within the roundabout. Modeling these
interactions is critical for capturing the nuances of regulatory
and social behaviors on the road, enabling the prediction
of accurate and collision-free future trajectories in complex
scenarios.

Interaction modeling can be categorized based on whether
these social behaviors are incorporated implicitly or explicitly
into the system. Implicit interaction modeling approaches [[17]],
(191-123], (261301, [32], [391-[46], [48], [49], [51], [54],
1550, [571-[591, [62], [63l, (6511671, 69171, [731-[77],
[79] do not employ a dedicated model to capture interactions
between agents or between agents and the scene, whereas
explicit interaction modeling [18]], [31], [33[I-[37], [52], [60],
[61], 164], [72], [[78]] applies a specific model designed for
this purpose. This omission increases the possibility of pre-
dicting overlapping or unrealistic future trajectories. Explicit
interaction modeling can be further divided into agent-agent
and agent-scene interactions. Agent-agent interactions capture
the mutual influence of agents on the future trajectories of each
other, as seen in behaviors such as overtaking or yielding to
other vehicles. Agent-scene interactions, on the other hand,
refer to the influence of static elements in the scene, such
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as lane boundaries, traffic signals, and road geometry, on the
predicted movements of agents. It is important to note that
map modeling is often confused with agent-scene interaction
modeling. Map modeling provides detailed, static information
about the road layout, such as lane boundaries and traffic
signs, whereas agent-scene interaction modeling focuses on
how these static elements dynamically influence the movement
and behavior of agents in the environment. Furthermore, agent-
agent interactions can be distinguished between intra-class and
inter-class interactions. Intra-class interactions occur among
agents of the same class, such as vehicle-vehicle interactions
where one car yields to another. In contrast, inter-class inter-
actions occur between agents of different classes; for example,
the interaction between a vehicle and a pedestrian crossing the
street.

SpAGNN [33]] was the first joint perception and predic-
tion approach to incorporate interaction modeling. It encodes
agent-agent interactions between vehicles through a fully
connected directed graph, where each agent is represented as
a node, with bidirectional connections indicating interactions
between them. Bidirectionality is important because the rela-
tionships between actors can be asymmetric; for example, a
vehicle following another vehicle in the front. The Spatially-
Aware Graph Neural Network (SpAGNN), inspired by the
Gaussian Markov Random Field (Gaussian MRF), performs
message passing between nodes to update its state based
on neighboring nodes, capturing interaction dynamics. For
each agent in the scene, the positions of all other agents
are transformed to the local coordinate system of that agent,
making the graph aware of the spatial relationships between
actors. Two other approaches [34], [35] built on SpAGNN
to model interactions between vehicles but improved upon
a few aspects. ILVM [34] represented the scene through
a distributed latent space shared among actors, efficiently
sampling multiple scene-consistent trajectories for all agents.
Meanwhile, the authors of [35] additionally introduced agent-
scene interactions by incorporating prior knowledge of road
topology, traffic rules, and the structure of the driving scene
as a loss function to enforce rule-following behaviors among
traffic participants. The authors of [36] used the same in-
teraction modeling as in ILVM. STINet [18] and SA-GNN
[31] also used GNNSs, similar to previous approaches, for
modeling agent-agent interactions, but specifically focusing
on pedestrians as nodes within the interaction graph. Pedes-
trians are important agents in the scene but exhibit unique
behaviors, which pose additional challenges. For example,
a pedestrian walking within a group may tend to follow
the group closely. LookOut [37] goes further by using a
GNN to perform interaction modeling between multi-class
agents, e.g., vehicles, pedestrians and bicycles, to achieve both
inter-class and intra-class interactions. The authors of [72]
proposed an interaction transformer where the queries are the
set of detected vehicles along with their feature vectors and
spatial information, the keys and values represent neighboring
contextual information from other agents, and the positional
embeddings encode the relative positions and orientations
between agents. PIP [60] and VAD [|64]] advanced this further
by modeling agent-agent interactions with a self-attention

mechanism in the motion queries and agent-scene interactions
with cross-attention modules between motion queries and map
queries. UniAD [61]] and FusionAD [[78] perform agent-agent
and agent-scene interactions similarly to PIP but expand to
detect both vehicles and pedestrians. They also introduced
an agent-goal interaction using deformable attention based
on the endpoint of the predicted trajectory from the previous
layer. DeTra [52] performs iterative updates on object poses
to encode agent-agent and agent-scene interactions, where an
object pose comprises the multiple future predicted trajectories
for each agent. The agent-agent interactions are computed
using time self-attention, mode self-attention, and object self-
attention. In time self-attention, queries attend only to other
queries from the same agent and mode (single trajectory). In
mode self-attention, the queries attend only to other queries
from the same agent and time, i.e., waypoints between modes
(multiple trajectories) at the same time step of a single agent.
Finally, in object self-attention, the queries attend only to other
queries from other agents at the same time step and mode.
Regarding agent-scene interaction, object queries attend to
neighboring map tokens using cross-attention.

Interaction modeling approaches in joint perception and pre-
diction range from implicit to explicit methods. Explicit meth-
ods are essential to capture the nuanced interactions between
agents and between agents and the scene, enabling socially-
aware and rule-following future trajectory estimates. Recent
developments have introduced innovative ways to integrate
these interactions, such as through GNNs and transformers,
refining the predictive capabilities of autonomous systems.
However, inter-class and intra-class interaction modeling are
not yet fully explored. These interactions potentially offer even
greater understanding, as different classes of objects exhibit
unique movement behaviors and follow varied interaction
rules.

3) Trajectory Modeling: Trajectory modeling is central to
predicting the future paths of dynamic agents in autonomous
driving scenarios, such as vehicles, pedestrians, and cyclists.
Different trajectory modeling methods handle the complexity
and uncertainty of these predictions in different ways, with
representations typically taking the form of waypoints, dis-
placement vectors, or semantic occupancy flow maps.

The most commonly used approach for trajectory modeling
is based on waypoints, an explicit trajectory prediction output
that map the position and orientation of agents within a
BEV grid at each future time step. Numerous approaches
LL70-0200, 1230, 2701, (300, [311, (331371, (441, [45], [43],
[S1]I, [52], 1601, 611, 1631-1671, (721, [73], [75], [78] have
adopted this format, using waypoints derived directly from
model decoders or inferred from predicted bounding boxes and
motion offsets. Waypoint-based methods can provide either
unimodal predictions or multimodal predictions. Unimodal
trajectories [[17]-[20], [23[, [27], [33[I, [44], [45], (48], [65],
[66], [72], [75]] predict a single outcome, emphasizing ac-
curacy for the most likely scenario. In contrast, multimodal
trajectory prediction [30], [34]-[37], [51], [52], [60], [61],
[63], 164], [67], 73], [78] generates multiple possible future
outcomes, capturing the uncertainty in dynamic environments.
These multiple possible trajectories capture important diversity
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TABLE II: Summary of the joint perception and prediction approaches according to the scene context level of the taxonomy. Works are
sorted in ascending chronological order.

Scene Context  Subclasses

Works

Implicit

Map

FaF [19], MotionNet [21], STINet (18], FISHING Net [71], SPF2 [66, SDP-Net [44],
LaserFlow [23], SSPML [74], SDAPNet [45], RV-FuseNet [65], Khalil et al. [26],
FIERY [55], LiCaNext [[76), LiCaNet [77), STAN [54], BE-STI [39], FutureDet [51],
StretchBEV [59], Khurana et al. [32], LidNet , WeakMotionNet [40], Proxy-4DOF
[69], PowerBEV [57], ContrastMotion [49], Occ4cast [70], MSRM [41], Fang et al. [79],
and Wang et al. [42]

Modeling

Explicit

HD Maps

IntentNet [27], NMP [20], SPAGNN [33], PnPNet [17], ILVM [34], PPP [28], Casas et
al. [35], InteractionTransformer [[72], LiRaNet [[73], Phillips et al. [36], MVFuseNet [75],
MultiXNet [30], SA-GNN [31], LookOut [37], Fadadu et al. [67), FS-GRU [48], ViP3D

[]631, ImplicitO [F%], and DeTra [ISTI

Online
Semantic
Maps

MP3 [29], BEVerse [22], ST-P3 [68], PIP [60], TBP-Former [62], UniAD [61}, FusionAD
, and VAD

Implicit

Interaction
Modeling

FaF [19], IntentNet [27], NMP [20], PnPNet [17], MotionNet [21], FISHING Net [71],
PPP [28], SPF2 [66], LiRaNet [[73], SDP-Net [#4], LaserFlow [23], MP3 [29], SSPML
[74], MVFuseNet [75], MultiXNet [30], SDAPNet [45], RV-FuseNet [65], Khalil et al.
[26], FIERY [55], LiCaNext [76], Fadadu et al. [67], LiCaNet [[77], BEVerse [22], STAN
(54], BE-STI [39], FutureDet [51], FS-GRU [48], ST-P3 [58], StretchBEV [59], Khurana
et al. [32], LidNet [43], TBP-Former [62], ViP3D [63], WeakMotionNet [40], ImplicitO
[46], Proxy-4DOF [69], PowerBEV [57], ContrastMotion [49], Occ4cast [70], MSRM
ﬂﬂ], Fang et al. []m, and Wang et al. []ﬁ]

Explicit

Agent-
Agent

SpAGNN ﬂﬁj, STINet [Iﬁj, ILVM ﬂﬁj, Casas et al. ﬂﬁj, Interaction Transformer dﬂj’

Phillips et al. [36], SA-GNN [31], LookOut [37], PIP [60], UniAD [61], FusionAD [78],
VAD [64], and DeTra [|5_21

Agent-
Scene

Casas et al. [35), SA-GNN [31], PIP [60], UniAD [61], FusionAD [78], VAD [64], and

DeTr@

Waypoints

Trajectory
Modeling

Unimodal

FaF [19], IntentNet [27), NMP [20], PnPNet [17], SpAGNN [33], STINet [18], Inter-
actionTransformer [72], SPF2 [66], SDP-Net [44], LaserFlow [23], MVFuseNet [75],
SDAPNet [45], RV-FuseNet ﬂ@], and FS-GRU []E]

Multimodal

ILVM Ij_j Casas et al. Ij_Sj LiRaNet []ﬁj Phillips et al. [Iﬁj MultiXNet [Iﬂj, LookOut
, Fadadu et al. [67], FutureDet [51], PIP [60], UniAD [61], ViP3D [63], FusionAD

m VAD []61] and DeTra []3_21

Deterministic

FaF [19], IntentNet [27], NMP [20], PnPNet [17], STINet [|18], InteractionTransformer

[|7—2|, SPFZ@, SDP-Net [Fﬂ], SDAPNeUEB], FS-GRU@, PIP [IGUI, and VAD [|61]

Probabilistic

SpAGNN 33|, ILVM M, Casas et al. 35|, LiRaNet [[73], LaserFlow ﬂéj, Phillips et
al. [36], MVFuseNet [75], MultiXNet [30], RV-FuseNet [65], LookOut [37], Fadadu et
al. [67], FutureDet []m, UniAD []m, ViP3D [63], FusionAD [78], and DeTra ﬂﬁl

Displacement Vectors

MotionNet [21], SSPML [74], Khalil et al. [26], LiCaNext [76], LiCaNet [77], STAN
[54], BE-STI [39], LidNet [43], WeakMotionNet [40], ContrastMotion [49], MSRM [41],

Fang et al. [79], and Wang et al. [42]

Occupancy Flow Maps

FISHING Net [71], PPP [28], MP3 [29], SA-GNN [31], FIERY [55], BEVerse [22], ST-
P3 [68], StretchBEV [59], Khurana et al. [32], TBP-Former [62], UniAD [61], ImplicitO

, Proxy-4DOF , FusionAD , PowerBEV , and Occ4cast

in agent behavior, such as turning right versus continuing
straight at an intersection, or deciding to proceed or stop at
a yield sign. Additionally, these models can be categorized
based on whether they produce deterministic or probabilistic
waypoint trajectories. Deterministic methods [17]-[20], [27],
[44], [45], [48], [60], [64], [66], predict future positions or
motion offsets, providing a single, specific outcome without
accounting for uncertainty. On the other hand, probabilistic
models [23], [30], [33}-[37), (510, [52], [61]. [63], [65].
1671, 1731, 73], leverage distributions to account for

uncertainty, generating multiple possible future trajectories by

representing waypoints as probability distributions. Common
choices include Gaussian, Von Mises, Laplace, and various
mixture models, enabling a richer representation of potential
future paths. The prediction horizon for approaches using this
type of trajectory modeling typically spans 3 to 6 seconds,
allowing for long-term forecasting.

Some approaches [21],, [26]], [39)-[43]l, [49], [54]. [[74], [76]l,
[77), modeled the future position of agents as cell-based
displacement vectors within a BEV map. Each cell in the
BEV map represents motion as a relative displacement vector
between time stamps. Cells with similar motion vectors across
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(c) Trajectory modeling. Acronyms: WP - Waypoints, U - Unimodal, M - Multimodal, D - Deterministic, and P - Probabilistic.

Fig. 5: Chronological overview of the joint perception and prediction approaches according to the scene context level of the taxonomy: (a)
map modeling, (b) interaction modeling, and (c) trajectory modeling.

neighboring positions and consecutive frames are grouped to
represent a single agent, thereby maintaining spatial and tem-
poral consistency. However, displacement vector approaches
typically do not generate multiple motion hypotheses or in-
corporate probabilistic modeling, making them less suited for
capturing uncertainty compared to waypoint-based methods.
Another drawback of these approaches is their limited predic-
tion horizon, which currently extends only up to 1 second.
Another method of modeling the future states of agents
is through semantic occupancy flow maps. The occupancy
maps predict the probability of each cell in a BEV grid being

occupied or free at a particular time step, and when combined
with temporal flow, this forecasting becomes an occupancy
flow map. Several studies (291, [31]1, [32]., [46], [55]1,
(570, 1590, (61]1, 1621, (68)-[71], have adopted semantic
occupancy flow maps, which offer a flexible representation that
captures multiple potential future states in a scene. This rep-
resentation is achieved by modeling probabilistic distributions
for each cell, allowing the map to incorporate uncertainty and
reflect variability in possible future occupancy. Approaches
using this type of trajectory modeling currently offer prediction
horizons ranging from 2 to 7 seconds, enabling long-term
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predictions.

Modeling the inherent uncertainty in motion prediction us-
ing multiple hypotheses and probabilistic distributions is cru-
cial for downstream tasks like motion planning. Autonomous
systems rely on these uncertainties to navigate safely through
dynamic and dense environments. Given the stochastic nature
of future motion, various approaches have been developed to
model the future movements of agents in diverse ways. The
diversity in trajectory modeling methods, whether using ex-
plicit waypoints, cell-based displacement vectors, or semantic
occupancy flow maps, provides essential insights for predicting
motion in complex scenarios.

Summary: To summarize the scene context modeling sec-
tion of the taxonomy, categorizes the approaches
based on their map, interaction, and trajectory modeling.
Implicit map and interaction modeling remain the most widely
adopted strategies, as they avoid increasing the complexity
and parameter count of neural network architectures. However,
in terms of map modeling, the use of HD maps is gaining
popularity due to their detailed semantic features, while on-
line semantic maps are also becoming important for their
ability to update in real time. Notably, methods exploring
the construction of online semantic maps predominantly rely
on multi-view images as their primary input, with MP3
[29] being the exception, using BEV instead. In explicit
interaction modeling, agent-agent interactions are the most
commonly explored, with a smaller number of approaches
also addressing agent-scene interactions. It is worth noting
that all the approaches that model agent-scene interactions
also account for agent-agent interactions, but the reverse is
not always true. For trajectory modeling, waypoints are the
most prevalent method for predicting future agent movements.
This output representation is more mature in researches in the
field of perception for autonomous driving, with clear dis-
tinctions between unimodal and multimodal methods, as well
as deterministic and probabilistic representations. Due to this
well-established foundation, it is unsurprising that numerous
contributions continue to enhance waypoint-based modeling.
Meanwhile, occupancy flow maps are emerging as a significant
alternative, offering the ability to capture stochastic motion
uncertainty through multimodal and probabilistic modeling,
alongside class-agnostic capabilities.

presents a chronological overview of the joint
perception and prediction approaches based on their map mod-
eling (see [Figure 5a), interaction modeling (see [Figure 5b),

and trajectory modeling (see [Figure 5¢). For map modeling,
HD maps have been widely used historically and continue

to serve as a reliable option today. However, in recent years,
online semantic maps have emerged as a viable alternative
due to their adaptability and real-time contextual updates,
even though they are less detailed than HD maps. Regarding
interaction modeling, despite the critical role of capturing
interactions between agents and between agents and the scene,
most approaches still avoid explicitly modeling these interac-
tions to reduce model complexity, relying instead on the model
to capture them implicitly. Nevertheless, some recent meth-
ods have emphasized explicit modeling of both agent-agent
and agent-scene interactions, recognizing the importance of

modeling these interactions. In trajectory modeling, waypoint-
based approaches dominate the field, but there is a noticeable
shift toward displacement vectors and occupancy flow maps.
This shift can be attributed to their ability to provide more
detailed motion dynamics and spatial occupancy changes over
time. Furthermore, waypoint-based approaches that output
unimodal trajectories, are often modeled deterministically. In
contrast, waypoint-based approaches that output multimodal
trajectories are generally modeled probabilistically, as this
approach effectively captures uncertainty in future motion
and accounts for multiple potential trajectories. Consequently,
deterministic modeling for unimodal outputs and probabilistic
modeling for multimodal outputs frequently appear together
in the literature. Notably, UniAD [61] and FusionAD [7§]]
offer hybrid trajectory modeling methods that include both
waypoints and occupancy flow maps.

C. Output Representation

The choice of output representation is essential for joint
perception and prediction approaches, as it defines how the
model decodes and structures its understanding of the envi-
ronment for downstream tasks like motion planning and risk
assessment. The output representations can be categorized into
bounding box, pixel-wise, and occupancy map formats, each
offering distinct ways to interpret and convey spatial, dynamic,
and contextual information about surrounding agents in the
scene. [Figure @|illustrates these representations. In this section,
we examine the unique characteristics and contributions of
each output type to accurate and efficient perception and pre-
diction. In addition, we explore the specific decoding strategies
employed by each approach within each representation type,
which aim to enhance model performance.

1) Bounding Box: The bounding box output representation
is a widely adopted approach for predicting the positions
and trajectories of dynamic agents in autonomous driving.
Models that perform joint perception and prediction begin by
detecting objects in the current frame, outputting bounding
boxes that capture the spatial extent of each agent, including
center coordinates, dimensions, and orientation. To predict
future movements, these models extend this representation to
output waypoints in the form of motion offsets or as centers of
future bounding boxes, effectively constructing a sequence of
predicted positions over a preset time horizon. This provides a
structured and interpretable tool for visualizing the predicted
paths of each agent in the scene.

FaF [19] was the pioneering approach to use bounding
box output representation for joint perception and prediction.
They used two branches of CNN as decoder heads: one for
binary classification to determine if an object was a vehicle
and another to predict bounding boxes in both the current
and future frames, resulting in unimodal future trajectories.
Inspired by SSD [84]], they used anchor boxes for each location
on the feature map, predicting for each anchor box the cor-
responding normalized offsets, sizes, and heading parameters.
Predefined anchor boxes reduce the variance of the bounding
box prediction targets, making the training process more
stable. NMP [20], SDAPNet [45] and FS-GRU [48] decoded
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(a) Bounding Box

i

(b) Pixel-Wise

(c) Occupancy Map

Fig. 6: Illustration of the output representations used in joint perception and prediction for autonomous driving: (a) bounding box, (b)
pixel-wise, and (c) occupancy map. Figure created based on [21], [30], [46].

future trajectories using CNN heads and anchor boxes, similar
to FaF, while SDP-Net [44] predicted without relying on
anchor boxes. IntentNet [27] decoded detected agents and their
future trajectories similarly to FaF, but introduced an intention
network that performed multi-class classification over a set of
high-level actions, such as keep lane, turn left, turn right, left
change lane, right change lane, among others. The intention
scores were then fed into a convolutional layer to provide ad-
ditional features for conditioning future trajectories. SpAGNN
[33] outputs 2D waypoints with positions and orientations,
using a CNN decoder that takes Rol-aligned features as
input, refined further by a GNN interaction model. The model
assumes the marginal distribution of the future waypoints of
each actor follows a Gaussian distribution for location and a
Von Mises distribution for orientation. LaserFlow [23]] and RV-
FuseNet [65]] also employ CNN decoders, modeling waypoints
with Laplacian distributions. PnPNet [|17] introduces tracking
in the loop by associating current detections with previous
tracks, estimating the trajectory to the next frame to reduce
false positives and localization error. An LSTM network
extracts temporal information from object tracking and feeds
it into an MLP to predict future unimodal waypoints. STINet
[18] combines local geometry, dynamic features, and history
path features, feeding them to two MLP heads for current
frame bounding boxes (classification and regression) and to
another MLP head for unimodal waypoints in future frames.
InteractionTransformer [[72]] outputs one prediction waypoint
per step, dependent on the previous waypoint, using a recurrent
model with an interaction transformer module and MLPs
for waypoint refinement and next-step prediction. SPF2 [66]]
inverts the detect-then-forecast pipeline by forecasting future
point clouds, followed by detection and tracking on these
predicted point clouds to extract object trajectories, decoded
through a 2D CNN before applying an off-the-shelf detector
and tracker.

The authors of [35] introduced multimodal trajectories, by
using a mixture of Gaussian distributions, inspired by MTP
[85]], while retaining a decoding process similar to SpAGNN.
MultiXNet [30] extends IntentNet to predict multimodal tra-
jectories, by adding a refinement stage that crops an Rol
around each detected agent to focus on surrounding context.
This refined feature is passed through a CNN to produce
new waypoints parameterized by Laplace distributions. The

MultiXNet decoding process became a foundation for ap-
proaches like [67], [73]], [75], which focused on encoding
improvements. ILVM [34] learns a scene latent variable using
a GNN, which captures all stochastic information about the
scene, including actor interactions, possible behaviors, and
environmental factors (e.g., traffic dynamics). Given the input
features and the scene-consistent latent variable, the decoder,
using an MLP, generates waypoints by considering the under-
lying dynamics of the entire scene, allowing multiple possible
future trajectories for all actors to be decoded simultaneously.
Philips et al. [36] and LookOut [37] rely on ILVM for
decoding, with LookOut improving this approach by adding
a specialized sampling network that enhances the diversity of
generated futures, creating a range of most likely scenarios.
UniAD [78]] and FusionAD [78] leverage transformer-based
attention mechanisms through their MotionFormer architecture
to predict multimodal future trajectories for all agents within
a scene, refining each trajectory through successive layers of
self, cross and deformable attention. During training, a non-
linear smoother applies kinematic constraints to enhance the
realism of trajectories, guiding them with both scene and
agent-level positional anchors. DeTra [52] uses a single-layer
bi-directional GRU to process temporal features for each mode
and agent in parallel, with an MLP predicting location and
scale of an isotropic Laplacian distributions from the GRU
hidden state at each time step. FutureDet [51]] extends a robust
object detector [[86]] to detect objects in future, unobserved
LiDAR sweeps with ground truth supervision, followed by
backcasting each future detection back to the current timestep
detection. This process is the reverse of forecasting position
offsets from current-frame detections and associates multiple
possible future positions with a single current detection, nat-
urally producing multi-future predictions.

All the previous approaches use regression-based trajectory
prediction, generating continuous paths by directly outputting
future waypoints of an agent and minimizing the error between
predicted and ground truth trajectory points. ViP3D [63] and
PIP [60] support not only regression-based approaches but also
goal-based and heatmap-based methods. Goal-based decoding
predicts possible trajectory endpoints first, refining paths to
align with these goals, while heatmap-based decoding gener-
ates spatial heatmaps that represent end position probabilities,
completing trajectories based on these points. VAD [64] uses
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a vectorized scene representation, avoiding explicit waypoints
by outputting multimodal motion vectors to represent future
agent trajectories.

In summary, bounding box-based output representation is
the most widely used method for joint perception and predic-
tion approaches. These range from unimodal to multimodal
trajectories, with a variety of decoding architectures and
probabilistic models for waypoints. However, this representa-
tion depends on predefined object classes, limiting its ability
to predict dynamic objects not present in the training set.
Additionally, bounding boxes often rely on predefined anchor
boxes, which can hinder detection of small and distant objects.
Nevertheless, relying on object classes simplifies modeling
intra-class and inter-class interactions, which is important
since different dynamic object classes exhibit distinct motion
behaviors.

2) Pixel-Wise: The pixel-wise output representation in joint
perception and prediction involves classifying each cell in a
BEV map and predicting displacement vectors that describe
the motion of each individual cell. Each cell may be classified
as static or dynamic, or assigned a specific object class. Cells
with similar motion vectors across neighboring positions and
consecutive frames are grouped to represent single agents,
maintaining both spatial and temporal consistency.

MotionNet [21]] pioneered the use of this output representa-
tion for joint perception and prediction. After feature extrac-
tion through a Spatio-Temporal Pyramid Network (STPN), it
applies three output heads using two-layer 2D convolutions:
cell classification, motion prediction, and state estimation. The
cell classification head categorizes each cell (e.g., vehicle,
pedestrian, or background), the motion prediction head fore-
casts future cell positions as displacement vectors over time,
and the state estimation head determines whether a cell is
static or moving. The final output is a BEV map matching the
resolution of the input. To refine predicted motion and prevent
minor disturbances in static cells, such as background areas or
stationary vehicles, the outputs of the state estimation and cell
classification heads are incorporated into the motion prediction
head. Specifically, if a cell is classified as background by the
cell classification head or as static by the state estimation head,
the motion prediction for that cell is set to zero. MotionNet
established a critical foundation in this field, and subsequent
approaches [26]], [76]], [77] used the STPN and output heads
from MotionNet as backbone networks, instead focusing on
fusion processes for different input representations. LidNet
[43]] also built on MotionNet’s architecture but enhanced the
STPN feature extractor, while the authors of [54] proposed
a transformer-based backbone to replace STPN, feeding it
to the same three output heads as MotionNet. BE-STI [39]]
introduced additional stages: a spatial semantic decoder and a
temporal motion decoder. The spatial semantic decoder takes
the multi-scale spatial features extracted by a backbone net-
work and merges them through a bottom-up semantic decoder,
supervised by a semantic segmentation task to strengthen
spatial feature learning. The temporal motion decoder stage
processes the upsampled multi-scale features from the seman-
tic decoder, applying spatiotemporal enhancement to capture
discriminative spatial features, which are upsampled in the

same manner as in the semantic decoder. The output from
the temporal motion decoder is then fed into the same output
heads as in MotionNet.

While previous approaches rely on supervised learning,
more recent work has addressed the challenges of requiring
large amounts of labeled data by introducing weakly super-
vised, semi-supervised and self-supervised learning methods.
Luo et al. [74] applied self-supervised learning, combining
structural consistency and cross-sensor regularization (using
camera images) to predict a dense, class-agnostic motion
for each BEV cell over time. This structural consistency
loss aligns spatial positions of pillars across frames, while
cross-sensor regularization uses optical flow from images to
refine alignment by compensating for ego-vehicle movement.
ContrastMotion [49] introduced a pillar association technique
that predicts pillar correspondence probabilities by analyzing
feature distances between frames, which are then used to
estimate motion. This linear extrapolation assumes relatively
constant velocities over short intervals, a reasonable assump-
tion in autonomous driving scenarios where objects typically
exhibit steady movement over brief periods. The authors of
[79] focused on novel self-supervised losses for dynamic ob-
ject motion prediction, employing Masked Chamfer Distance
Loss to align dynamic points, Piecewise Rigidity Loss to
ensure consistent motion within rigid objects, and Tempo-
ral Consistency Loss to smooth trajectories across frames.
WeakMotionNet [40] uses MotionNet as a backbone but adds
a two-stage weakly supervised framework. Stage 1, called
PreSegNet, trains a foreground/background (FG/BG) segmen-
tation network on partially annotated FG/BG masks to classify
each BEV cell. In Stage 2, WeakMotionNet performs motion
prediction using only moving foreground cells. Expanding
this idea, the authors of [41]] implemented a semi-supervised
framework with a Mean-Teacher model for pseudo-labeling,
where the teacher generates pseudo-labels for motion vectors
that the student then learns to predict. Finally, the authors of
[42] introduced a pseudo motion labeling approach using an
optimal transport solver to find correspondences between BEV
cells across frames, with each BEV cell’s movement defining
its displacement vector.

The pixel-wise output representation enables fine-grained,
dense motion prediction across BEV maps, with approaches
ranging from fully supervised to self-supervised methods.
Compared to bounding-box-based methods, this design im-
proves perception of unseen objects by decomposing regions
into grid cells that capture shared local features, and avoids
object proposals and Non-Maximum Suppression (NMS) that
can miss uncertain detections [21]. However, while pixel-
wise approaches capture detailed motion, they may struggle to
maintain coherence between cells for larger objects, potentially
leading to fragmented predictions.

3) Occupancy Map: Occupancy maps and occupancy flow
maps are powerful representations for detecting and predicting
dynamic objects in a scene. An occupancy map captures the
occupancy state of space within a grid, indicating whether each
cell is occupied or free at a given time. Occupancy flow maps
extend this concept by predicting the movement of occupied
cells over time, providing motion information for dynamic
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TABLE III: Summary of the joint perception and prediction approaches according to the output representation level of the taxonomy.

Works are sorted in ascending chronological order.

Output

Representation Works

Characteristics

FaF [19], IntentNet [27], NMP [20], SpAGNN [33], PnPNet [17], STINet [18], ILVM

Object’s spatial extent (position, di-
mensions, and orientation), with se-
quential waypoints for predicting fu-
ture trajectory.

Bounding Box

[34], Casas et al. [35], InteractionTransformer |72, SPF2 [66], LiRaNet [73], SDP-
Net [44], LaserFlow [23], Phillips et al. [36], MVFuseNet [75], MultiXNet [30],
SDAPNet [45], RV-FuseNet [65], LookOut [37], Fadadu et al. [67], FutureDet [51],
FS-GRU [48], PIP [60], UniAD [61], ViP3D [63], FusionAD [78], VAD [64], and
DeTra [52]

Classifies each cell in a grid and as-
signs displacement vectors to describe
the motion of each cell individually.

Pixel-Wise

MotionNetizl'\, SSPML [74], Khalil et al. [26], LiCaNext [[76], LiCaNet [[77], STAN
[54], BE-STI [39], LidNet [43], WeakMotionNet [40], ContrastMotion [49], MSRM
[41], Fang. et al. [79], and Wang et al. [42]

FISHING Net [71], PPP [28], MP3 [29], SA-GNN [31], FIERY [55], BEVerse [22],

Occupancy state of each grid cell and

Occupancy Map predicts cell movements over time.

(70

ST-P3 [68], StretchBEV [59], Khurana et al. [32], TBP-Former [62], UniAD [61],
ImplicitO [46], Proxy-4DOF [69], FusionAD [78], PowerBEV [57], and Occ4cast

objects across multiple future frames. These representations
are advantageous as they encompass the entire scene as a
whole by distinguishing between occupied and unoccupied
spaces, including objects that may not be entirely visible or
labeled. This leads to a more complete understanding of the
environment and the movement of agents within it.

The first approach to explore occupancy flow maps was
FISHING Net [[71]], which used multiple sensor modalities to
independently predict semantic grids for current and future
frames. An aggregation function (average or priority pooling)
then fused these grids into a unified top-down occupancy map
across multiple time frames, outputting probabilities for each
cell. PPP [28] introduced a recurrent mechanism that updates
occupancy predictions by incorporating previous predictions
with new features from the encoding network, which are then
processed by a softmax layer to generate a categorical dis-
tribution across grid cells, indicating class-specific occupancy
at each future timestep. MP3 [29] extends PPP by predicting
2D velocity vectors for each occupied cell, estimating future
occupancy by iteratively updating each cell based on the
likelihood of movement from neighboring cells. This approach
models occupancy using probabilistic distributions for each
object class, accounting for multiple potential behaviors. SA-
GNN [31]] was the first to model interactions explicitly, using a
CNN to independently predict the probability of each actor’s
location at future timesteps, followed by an integration step
that combines these predictions with scene-level features to
produce a unified occupancy map for each future frame.

FIERY [55]] introduced a decoder network that served as
a foundation for several subsequent approaches [22], [57],
[59], [62], [68]. FIERY employed a ConvGRU followed by
residual blocks to recursively predict future states from the
current state and a latent code sampled from diagonal Gaussian
distributions. A decoder network with multiple CNN heads
then predicted semantic segmentation, instance centerness,
instance offset, and future instance flow. For each future
timestep, instance centerness locates instance centers, offsets
and the segmentation map assign neighboring pixels to these
centers for instance segmentation, and future flow is used
to track instances over time, ensuring consistency through

Hungarian matching [87] across frames. BEVerse [22] builds
on FIERY, predicting a unique latent map for each BEV cell
rather than a single global latent vector, enabling the capture
of uncertainties across different objects. ST-P3 [68] uses the
same output heads as FIERY but introduces a dual pathway
prediction strategy, with one pathway processing historical
BEV features through a GRU and the other using Gaussian
samples for GRU inputs. StretchBEV [59] improves long-
sequence prediction diversity by sampling at each timestep
rather than once for the entire sequence, as FIERY does, allow-
ing it to capture complex future interactions. TBP-Former [62]]
introduces a Spatial-Temporal Pyramid Transformer (STPT)
encoder to feed FIERY’s decoder heads. PowerBEV [57]
simplifies FIERY to use only two output heads: a seman-
tic segmentation map and a backward centripetal flow. The
semantic segmentation map directly identifies object centers
without needing a separate centerness head, while the back-
ward centripetal flow links each pixel to its prior position,
allowing efficient pixel-level association across frames. This
approach simplifies instance tracking by reducing dependency
on forward flow and Hungarian matching, enhancing stability,
accuracy, and robustness against tracking errors.

UniAD [61] diverges from traditional RNN-based methods,
which often compress features and require complex post-
processing. Its OccFormer architecture uses dense scene fea-
tures with agent-specific information, attention-based pixel-
agent interactions, and sequential blocks to directly predict
instance-wise occupancy. This method employs self- and
cross-attention with a constrained mask to align pixels with
agents, producing detailed agent-specific occupancy maps
without clustering. FusionAD [78] builds on the UniAD
model, with its primary contribution focused on integrating
multiple input modalities. ImplicitO [46] predicts occupancy
and flow at spatio-temporal query points by gathering local
features around each query, employing deformable sampling
to capture relevant context, and using cross-attention to focus
on the most important information for each prediction. These
aggregated features are then processed by a ResNet-based net-
work with separate heads for occupancy and flow predictions.

Occupancy maps separate environmental motion from ego-
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Fig. 7: Chronological overview of the joint perception and prediction approaches according to the output representation level of the

taxonomy.

vehicle motion, but full 3D occupancy is challenging to
observe directly due to occlusions. To address this, Khurana
et al. [32] apply differentiable raycasting, incorporated into
the network architecture proposed by NMP [20], to convert
future occupancy predictions into LiDAR sweep predictions,
enabling self-supervised learning by comparing these with
ground-truth sweeps and allowing occupancy to emerge as
an internal representation within the network. By shifting
the goal from semantic occupancy to geometric occupancy,
identifying whether a location is occupied without specifying
the type of object occupying it, BEV occupancy can be learned
effectively from unannotated LiDAR sequences. The authors
of [|69] further simplified this raycasting approach by reshaping
the 4D voxel grid (XxY xZxT) into a 3D format (X xY xZT),
treating the height and time dimensions as channels to enable
efficient 2D convolutions. PCF [70|] advances these previous
works by using ConvLSTMs, replacing the concatenation
step with recurrent temporal processing and a shared 2D
convolutional encoder across frames.

Occupancy flow maps model the space of all objects occupy
and move through, offering a more complete representation of
both static and dynamic elements in the scene. Occupancy flow
maps offer advantages over bounding box-based approaches by
capturing diverse object shapes and effectively handling low-
confidence detections [28]]. Although pixel-wise approaches
offer a dense motion field, their parameterization does not
capture multimodal behaviors, a limitation mitigated by oc-
cupancy flow maps, which can use probabilistic distributions
to represent the uncertainty of multimodal interactions [29].
However, occupancy flow maps also present challenges. Pre-
dicting motion on a grid-based map can be computationally
intensive, particularly for high-resolution grids or extended
temporal horizons. Furthermore, most occupancy-based ap-
proaches lack object-specific information, making it difficult
to distinguish between different dynamic agents based solely
on occupancy.

Summary: summarizes the joint perception and
prediction approaches according to the output representation
level of the taxonomy. This table reveals that bounding boxes
are significantly more common than pixel-wise and occupancy
map representations. This is unsurprising, as the bounding
box output representation is a more established and mature
approach compared to the other two. Notably, UniAD [61]

and FusionAD [78|] appear under both bounding box and
occupancy map categories, as their networks can predict both
outputs within a single model.

provides a chronological overview of these ap-
proaches based on output representation. While bounding box
(red arrows) representations were predominant in the early
stages of joint perception and prediction research, recent trends
show a clear shift toward pixel-wise (green arrows) and occu-
pancy map (blue arrows) representations. This transition can
be attributed to the class-agnostic capability of pixel-wise and
occupancy map representations, which offer greater flexibility
compared to the bounding box representation. The adoption
of self-supervised learning paradigms in joint perception and
prediction has further emphasized the advantages of class-
agnostic capabilities, accelerating this shift and reducing the
dependence on large-scale, human-annotated datasets, which
are both resource-intensive and costly to produce. It is worth
noting that UniAD and FusionAD are represented with dual-
colored arrows (red and blue) to indicate their dual output
capabilities.

III. EVALUATION

This section evaluates the approaches for joint perception
and prediction in autonomous driving through both qualitative
analysis and quantitative comparison. The qualitative analysis
provides a detailed one-by-one overview of all works discussed
in this survey. The quantitative comparison evaluates the
approaches based on their output representations, as the eval-
uation metrics are inherently tied to the nature of the outputs,
whether they are bounding boxes, pixel-wise predictions, or
occupancy maps.

A. Qualitative Analysis

provides a comprehensive overview of the 55
approaches for joint perception and prediction discussed in
this survey. The table aims to give readers a detailed one-
by-one summary of all the approaches in this field, encap-
sulating key aspects about the three levels of the proposed
taxonomy, alongside miscellaneous information such as the
year of publication, datasets or simulators employed, and
public code availability. Specifically, each method is listed
with the following information: year of publication, input
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TABLE IV: Qualitative analysis between all 55 approaches of joint perception and prediction. Works are sorted in ascending chronological

order. Columns abbreviations are in the footnote of the table.

Work Year Input! Map? Interaction® Output? Agents’ PH (s)® Base Architectures’  Supervision Dataset/Simulator’ Code’
FaF [19 2018 BEV Implicit Implicit BBox \% 1 CNN Full ATG4D X
IntentNet [27 2018 BEV HD Map  Implicit BBox \% 3 CNN Full ATG4D X
NMP [20] 2019 BEV HD Map  Implicit BBox v 3 CNN Full ATG4D X
SpAGNN |33 2020 BEV HD Map A-A BBox v 3 CNN, GNN, GRU Full nuScenes, ATG4D X
PnPNet [17] 2020 BEV HD Map  Implicit BBox Vv, P 3 CNN, LSTM Full nuScenes, ATG4D X
MotionNet [21] 2020 BEV Implicit Implicit P-W V,.P,B 1 CNN Full nuScenes

STINet [18] 2020 BEV Implicit A-A BBox P 3 CNN, GNN Full Lyft, WOD X
FISHING Net [71] 2020 BEV, MVI, RADAR  Implicit Implicit Occ V, P, B 2 CNN Full nuScenes, Lyft X
ILVM (34 2020 BEV HD Map A-A BBox v 5 CNN, GNN, GRU Full nuScenes, ATG4D X
PPP |28 2020 BEV HD Map  Implicit Occ V,P, B 5 CNN Full ATG4D X
Casas et al. |35 2020 BEV HD Map  A-A/A-S BBox \ 5 CNN, GNN, GRU Full nuScenes, ATG4D X
Inter.Trans. [[72 2020 BEV, FVI HD Map A-A BBox \ 3 CNN, T Full nuScenes, ATG4D X
SPF2 [66)] 2020 RV Implicit Implicit BBox C-A 3 CNN, LSTM Self nuScenes, KITTI X
LiRaNet [73] 2020 BEV, RADAR HD Map  Implicit BBox \ 3 CNN Full nuScenes, X17k X
SDP-Net [44] 2020 BEV Implicit Implicit BBox v 0.5 CNN Full KITTI X
LaserFlow [23] 2020 RV Implicit Implicit BBox V,P, B 3 CNN Full nuScenes, ATG4D X
Phillips et al. [36] 2021 BEV HD Map A-A BBox Vv, P 5 CNN, GNN, GRU Full ATG4D, LP3 X
MP3 |29 2021 BEV OSM Implicit Occ V,P, B 5 CNN Full URBANEXPERT X
SSPML [74] 2021 BEV, FVI Implicit Implicit P-w C-A 0.5 CNN Self nuScenes

MVFuseNet [75] 2021 BEV, RV HD Map  Implicit BBox V.P,B 3 CNN Full nuScenes X
MultiXNet [30] 2021 BEV HD Map  Implicit BBox V,.P,B 3 CNN Full nuScenes, ATG4D X
SDAPNet [45] 2021 BEV Implicit Implicit BBox v 25 CNN Full nuScenes X
SA-GNN |[31] 2021 BEV HD Map  A-A/A-S Occ P 7 CNN, GNN Full nuScenes, ATG4D X
RV-FuseNet [65] 2021 RV Implicit Implicit BBox v 3 CNN Full nuScenes X
Khalil et al. [26] 2021 BEV, RV Implicit Implicit P-W V,P, B 1 CNN Full nuScenes X
FIERY [55] 2021 MVI Implicit Implicit Occ v 2 CNN, GRU Full nuScenes, Lyft

LookOut [37] 2021 BEV HD Map A-A BBox V.P. B 5 CNN, GNN, VAE Full ATG4D X
LiCaNext [76] 2021 BEV, FVL, RV, RI Implicit Implicit P-W V,P, B 1 CNN Full nuScenes X
Fadadu et al. [67 2022 BEV, FVI, RV HD Map  Implicit BBox V,P B 3 CNN Full nuScenes, ATG4D X
LiCaNet [77] 2022 BEV, FVI, RV Implicit Implicit P-w V,P B 1 CNN Full nuScenes X
BEVerse [22] 2022 MVI OSM Implicit Occ V,P,B 2 T, CNN, GRU Full nuScenes

STAN |[54] 2022 BEV Implicit Implicit P-w V,P, B 1 CNN, T Full nuScenes X
BE-STI [39] 2022 BEV Implicit Implicit P-w V,P, B 1 CNN Full nuScenes, WOD X
FutureDet [51] 2022 BEV Implicit Implicit BBox Vv, P 3 CNN Full nuScenes

FS-GRU [48 2022 BEV HD Map  Implicit BBox v 3 CNN, GRU Full Argoverse X
ST-P3 [68] 2022 MVI OSM Implicit Occ Vv, P 2 CNN, GRU Full nuScenes, CARLA

StretchBEV [59] 2022 MVI Implicit Implicit Occ v 6 CNN, GRU Full nuScenes

Khurana et al. [32] 2022 BEV Implicit Implicit Occ C-A 3 CNN Self nuScenes

LidNet [43] 2022 BEV Implicit Implicit P-W V,P, B 1 CNN Full nuScenes X
PIP [60] 2022 MVI OSM A-A/A-S BBox v 6 CNN, T Full nuScenes X
TBP-Former [62] 2023 MVI OSM Implicit Occ V, P 2 CNN, T Full nuScenes

UniAD [61] 2023  MVI OSM A-A/A-S BBox/Occ  V,P, B 6 CNN, T Full nuScenes

ViP3D [63] 2023 MVI HD Map  Implicit BBox Vv, P 6 T Full nuScenes

WeakMotionNet [40] 2023 BEV Implicit Implicit P-w C-A 1 CNN Weak nuScenes, WOD

ImplicitO [46] 2023 BEV HD Map  Implicit Occ v 5 CNN, T Full Argoverse 2, High-waysim X
Proxy-4DOF [69] 2023 3D Voxel Grid Implicit Implicit Occ C-A 3 CNN Self nuScenes, KITTI, Argoverse 2
FusionAD [78] 2023 BEV, MVI OSM A-A/A-S BBox/Occ  V,P, B 6 CNN, T Full nuScenes

PowerBEV [57 2023 MVI Implicit Implicit Occ v 2 CNN Full nuScenes

ContrastMotion [49 2023 BEV Implicit Implicit P-w C-A 1 CNN Self nuScenes, KITTI X
VAD [64] 2023 MVI OSM A-A/A-S BBox Vv, P 3 CNN, T Full nuScenes, CARLA, Town05
Occ4cast |70 2023 3D Voxel Grid Implicit Implicit Occ C-A 1 CNN, LSTM Self Lyft, ArgoVerse, ApolloScape
MSRM |41 2024  BEV Implicit Implicit P-w C-A 1 CNN Semi nuScenes B
Fang et al. [79 2024  BEV, MVI Implicit Implicit P-w C-A 1 CNN Self nuScenes

Wang et al. [42] 2024 BEV Implicit Implicit P-w C-A 1 CNN Self nuScenes

DeTra [52] 2024 BEV HD Map  A-A/A-S BBox v 5 CNN, GNN, T, GRU  Full Argoverse 2, WOD X

BEV (Bird’s-Eye-View), MVI (Multi-View Images), FVI (Front-View Image), RV (Range-View), RI (Residual Image)
HD Map (High-Definition Map), OSM (Online Semantic Map)

A-A (Agent-Agent), A-S (Agent-Scene)

BBox (Bounding Box), P-W (Pixel-Wise), Occ (Occupancy Map)

V (Vehicles), P (Pedestrians), B (Bicycles), C-A (Class-Agnostic)

PH (Prediction Horizon)

DB W —

o

WOD (Waymo Open Dataset)
The symbols include hyperlinks to the respective repositories

© w3

representation, map modeling, interaction modeling, output
representation (merged with trajectory modeling due to their
close relationship), agents considered, prediction horizon in
seconds, base neural network architectures, type of supervision
learning applied, datasets and/or simulators used for training
and evaluation, and public code availability.

Details on input representation, scene context modeling
(map modeling, interaction modeling, and trajectory model-
ing), and output representation, including recent trends and
commonly employed strategies, are discussed further in
The most frequently considered dynamic agents are

CNN (Convolutional Neural Network), GNN (Graph Neural Network), GRU (Gated Recurrent Units), LSTM (Long Short-Term Memory), T (Transformer), VAE (Variational Autoencoder)

vehicles, as they are the primary category of interest in
autonomous driving, sharing roads, behaviors, and rules with
the ego vehicle. Pedestrians and bicycles are also commonly
addressed due to their unique behaviors that pose distinct chal-
lenges for safe autonomous navigation. Additionally, class-
agnostic (C-A) approaches are gaining popularity, driven by
the rise of pixel-wise and occupancy-based outputs, along with
the growing adoption of self-supervised learning techniques.
Class-agnostic methods have the advantage of considering all
dynamic objects in the scene, irrespective of their presence in
the training data.


https://github.com/pxiangwu/MotionNet
https://github.com/qcraftai/pillar-motion
https://github.com/wayveai/fiery
https://github.com/zhangyp15/BEVerse
https://github.com/neeharperi/FutureDet
https://github.com/OpenPerceptionX/ST-P3
https://github.com/kaanakan/stretchbev
https://github.com/tarashakhurana/emergent-occ-forecasting
https://github.com/MediaBrain-SJTU/TBP-Former
https://github.com/OpenDriveLab/UniAD
https://github.com/Tsinghua-MARS-Lab/ViP3D
https://github.com/L1bra1/WeakMotion
https://github.com/tarashakhurana/4d-occ-forecasting
https://github.com/westlake-autolab/FusionAD
https://github.com/edwardleelpz/powerbev
https://github.com/hustvl/VAD
https://github.com/ai4ce/Occ4cast/
https://github.com/kwwcv/SSMP
https://github.com/bshfang/self-supervised-motion
https://github.com/kwwcv/SelfMotion
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In terms of prediction horizons, SA-GNN stands out as
the longest, predicting up to 7 seconds into the future using
a BEV input representation. Several other methods predict
up to 6 seconds ahead, often utilizing multi-view images.
Predicting 7 seconds into the future can be qualified as long-
term prediction, since human drivers, for example, typically
assess the scene and adapt their decisions based on the
immediate 0.5 to 2 seconds [[88|]. However, achieving reliable
long-term predictions remains a significant research challenge,
as uncertainties compound over time, making predictions less
accurate. While supervised learning methods have advanced
in extending prediction horizons, self-supervised learning ap-
proaches, which currently achieve predictions up to 3 seconds
into the future, offer a promising research direction for reduc-
ing dependence on expensive manually labeled datasets.

Regarding base neural network architectures, CNNs are by
far the most widely used, largely due to their established
reliability as feature extractors. Their extensive research and
versatility make them well-suited for a variety of representa-
tions, including images, BEV, and RV. However, transformer-
based models have seen substantial growth in recent years,
offering versatility in feature extraction, temporal and spatial
information fusion, and interaction modeling. This flexibility
has led many approaches to adopt transformers, demonstrating
excellent results. Additionally, GNNs are frequently employed
for interaction modeling.

As for datasets and simulators, nuScenes is by far the most
popular. The nuScenes dataset [83]] offers an excellent balance
between size, complexity, diversity, and comprehensive labeled
data. It features a full sensor suite (1 LiDAR, 5 RADAR, 6
cameras, IMU, GPS), 1000 20-second scenes across diverse
conditions (e.g., heavy or light traffic, sunny, rainy, foggy,
snowy, nighttime driving, construction zones, urban environ-
ments, among others), detailed HD map information, annotated
3D bounding boxes across 23 object classes, and LiDAR
points labeled for 32 classes. These characteristics make it an
ideal benchmark for joint perception and prediction research.

Finally, there has been an encouraging increase in recent
years in the public release of implementations. These open-
source contributions are invaluable as they provide founda-
tional resources to accelerate advancements in joint perception
and prediction research.

B. Quantitative Comparison

The quantitative comparison is structured according to the
output representations, and evaluates both the perception and
prediction performance of the approaches.

1) Bounding Box: [Table summarizes the quantitative
comparison of approaches that use the bounding box output
representation on the nuScenes validation set, focusing on
vehicles, the most critical dynamic agents in the scene and
the primary focus of many approaches. It is common for the
methods to report performance metrics on the validation set, as
nuScenes does not publicly provide ground-truth annotations
for the testing set. The approaches evaluated in this sub-
section include IntentNet [27]], SpAGNN [33], PnPNet [[17]],
InteractionTransformer [72]], LiRaNet [73], LaserFlow [23],
MVFuseNet [75]], MultiXNet [30], and RV-FuseNet [65].

TABLE V: Quantitative comparison between approaches using the
bounding box output representation in nuScenes validation set.
Works are sorted in ascending chronological order. Best results are
highlighted in bold.

Work Perception  Prediction (3s)

AP (%) 1 FDE (cm) |

IntentNet![27] 60.3 118.0
SpAGNN [33] - 145.0
PnPNet [17] - 93.0
InteractionTransformer [72]] 70.3 112.4
LiRaNet [[73] 63.7 102.0
LaserFlow [23]] 56.1 143.0
MVFuseNet [[75] 67.8 99.0
MultiXNet [30] 60.6 105.0
RV-FuseNet [65]] 59.9 120.0

1 Results retrieved from MVFuseNet |75] and MultiXNet [30]

Perception performance is evaluated using Average Preci-
sion (AP), a metric commonly used to assess object detection
models. AP measures the area under the precision-recall
curve, providing a single score that reflects both precision
(the proportion of correctly identified positive samples) and
recall (the proportion of actual positives correctly identified).
A detection is considered a true positive if its Intersection over
Union (IoU) exceeds 0.7 with a ground-truth label.

Prediction performance is measured using the Final Dis-
placement Error (FDE) at 3 seconds, defined as:

1 N
FDE = > [13:(T) = wi(T)]| . (1)
=1

where N is the total number of samples, g;(T) is the predicted
position at the final time step T" for the 4-th sample, y;(7T")
is the ground truth position at the final time step 7', and
||l denotes the Euclidean distance. In other words, FDE is
defined as the L2 (euclidean) distance between the predicted
and ground-truth trajectories at the end of the prediction
horizon. The accuracy of detections significantly impacts the
FDE metric because FDE is calculated based on the predicted
trajectories of detected objects. Inaccurate detections or missed
objects result in trajectories that either misalign with the
ground truth or are entirely absent. To ensure consistency
in evaluation, this comparison uses a fixed recall of 60%
at a 0.5 ToU threshold. Additionally, multimodal approaches,
such as MultiXNet and LiRaNet, predict multiple possible
trajectories for a single agent. To ensure a fair comparison
with unimodal approaches, the highest-probability mode of
multimodal approaches is used, aligning the evaluation on
their most confident predictions rather than leveraging multiple
outputs to potentially lower error metrics.

Perception performance comparison: The Interaction-
Transformer approach achieves the highest AP (70.3%). This
can be attributed to its multi-sensor fusion backbone, which
integrates BEV LiDAR, front-view camera images, and HD
maps. Each of these representations contributes to capturing
fine-grained features essential for precise object detection.
Furthermore, the interaction transformer module provides a
slightly boost in detection AP while significantly improving
motion forecasting metrics, demonstrating the benefits of
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TABLE VI: Quantitative comparison between approaches using the pixel-wise output representation in nuScenes validation set. Works are
sorted in ascending chronological order. Best results are highlighted in bold.

Perception

Prediction (1s) - L2 distances (cm) |

Work MCA (%) 1 OA (%) 1 Static ' Slow (< 5m/‘s) Fast (> 5m/‘s)
Mean Median Mean Median Mean Median
MotionNet [21]] 70.3 95.8 2.01 0 22.92 9.52 94.54 61.80
SSPML [74] - - 16.20 1.0 69.72 17.58  355.04 208.44
Khalil et al. [26] 74.1 96.9 2.15 0 25.10 9.61 102.00 70.32
LiCaNext [[76] 74.3 96.9 221 0 24.25 9.61 98.01 68.42
LiCaNet [[77] 739 96.9 2.24 0 25.04 9.64 104.32 73.04
STAN [54] 71.0 95.5 2.14 0 24.26 9.57 105.04 72.47
BE-STI [39] 74.7 93.8 2.20 0 21.15 9.29 75.11 54.13
LidNet [43]] 73.5 96.7 2.32 0 23.19 9.50 93.66 66.47
‘WeakMotionNet [40] - 94.4 2.43 0 33.16 12.01  164.22 103.19
ContrastMotion [49] - - 8.29 0 45.22 9.59  352.66 132.33
MSRM [41]] - - 2.18 0 27.46 9.96  120.30 78.80
Fang et al. [79] - - 5.14 0 42.12 10.73  207.66 132.26
Wang et al. [42] - - 4.19 0 32.13 10.61 22943 105.08
interaction modeling for both perception and prediction tasks. K
It is worth noting that some approaches, such as SpAGNN 1 TPy
. . .. OA = — _— 3)
and PnPNet, do not report perception metrics, as many joint K — Ny,

perception and prediction methods prioritize improving pre-
diction performance through joint optimization of multi-task
learning.

Prediction Performance Comparison: PnPNet achieves
the lowest FDE (93.0 cm). This superior performance is pri-
marily due to its explicit retrieval of motion features from
tracked trajectories at each time step, rather than inferring them
from raw sensor data. This design ensures a more accurate and
stable motion history, significantly reducing prediction errors.

2) Pixel-Wise: [Table VI provides a quantitative comparison
of approaches employing pixel-wise output representations on

the nuScenes validation set. The evaluated approaches include:
MotionNet [21]], SSPML [74], Khalil et al. [26], LiCaNext
[76], LiCaNet [77], STAN [54], BE-STT [39]], LidNet [43],
WeakMotionNet [40]], ContrastMotion [49], MSRM [41]], Fang
et al. [79], and Wang et al. [42]]. These methods consider five
classes for evaluation: background, vehicle, pedestrian, bicy-
cle, and others. The others” category includes all remaining
foreground objects from the nuScenes dataset and is intended
to account for potentially unseen objects not included in the
training data.

Perception performance is assessed using two metrics:
Mean Classification Accuracy (MCA) and Overall Accuracy
(OA). MCA computes the average accuracy across all five
categories, while OA calculates the average accuracy across
all cells in the BEV grid. MCA is defined as follows:

MCA =

1 EC: TP, -
“~ GT. ’

Ql

where TP, represents the total number of true positives (cor-
rect predictions) for class ¢, GT. represents the total number
of ground truths for class ¢, and C is the total number of
classes. OA is defined as follows:

where K is the total number of samples in the dataset, TPy
represents the total number of true positives for sample k, and
Ny, represents the total number of cells in sample k.

Prediction performance is evaluated by computing the
average and median L2 distances between the predicted and
ground-truth displacement vectors associated with each cell at
1 second into the future. Cells are divided into three speed
groups: static, slow (< 5m/s), and fast (> 5m/s). This
quantitative evaluation methodology, was initially proposed
by MotionNet, and has been widely adopted in subsequent
research.

Perception Performance Comparison: BE-STI achieved
the highest MCA (74.7%), likely due to its semantic decoder,
which integrates low-level and high-level features, enhancing
the precision of semantic information. Meanwhile, Khalil et
al., LiCaNext, and LiCaNet achieved the highest OA (96.9%)
by effectively fusing complementary features from multiple
modalities and representations, enabling a holistic understand-
ing of the scene. Other approaches that do not classify cells
into specific categories, such as class-agnostic methods, do not
report these perception metrics because their outputs are not
designed for class-specific evaluation.

Prediction Performance Comparison: For static objects,
the pioneering MotionNet achieved the best metric (mean:
2.01 cm), attributed to its use of temporal losses, which facili-
tated learning for static objects, and the Multiple-Gradient De-
scent Algorithm (MGDA) [[89]], which adaptively balances the
trade-off among its three prediction heads. BE-STI excelled in
predicting the displacement of slow and fast-moving objects,
achieving the best metrics in these categories. This success
can be attributed to its two novel encoders: the Temporal-
enhanced Spatial Encoder (TeSE) that extracts spatial features
for each frame by leveraging temporal information from
adjacent frames, compensating for the sparsity of LIDAR point
clouds, and the Spatial-enhanced Temporal Encoder (SeTE)
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that captures motion cues by analyzing spatial variations across
non-adjacent frames, ensuring accurate motion predictions
even for fast-moving objects. Approaches using alternative
forms of supervision, such as SSPML, WeakMotionNet, Con-
trastMotion, MSRM, Fang et al., and Wang et al., have yet to
match the performance of fully supervised methods. However,
these methods are consistently closing the gap over time.
Their progress is significant, as they reduce or eliminate
dependence on large-scale datasets requiring thousands of
costly manual annotations, presenting a more scalable and
sustainable solution for future research.

3) Occupancy Map: presents a quantitative com-
parison of approaches using occupancy map output representa-
tions on the nuScenes validation set. The evaluated approaches
include FIERY [55], BEVerse [22]], ST-P3 [68]], StretchBEV
[59]], TBP-Former [62f], UniAD [61]], FusionAD [78|], and
PowerBEV [57]]. This evaluation focuses solely on the vehicles
class, considering only vehicle-occupied spaces within the
BEV grid.

Perception performance is assessed using the traditional
IoU metric, modeling the task as BEV segmentation at the
present frame [68]]. Prediction performance is evaluated
using two metrics: IoU for future semantic segmentation and
Video Panoptic Quality (VPQ) for future instance segmen-
tation. The IoU measures segmentation accuracy at present
and future frames by evaluating the overlap between predicted
and ground truth segmentations across each time frame. It is
calculated as:

T

~ 1 Eh, y;’eg ' ysteg
IOU(ysteg7 y:eg) = T Z -
t=0

- - G
Zh,w ysteg + ygeg - ygeg ' ygeg

where y:eg and ygeg are the predicted and ground truth seg-
mentations at time step ¢, 7' is the total number of time
steps for which predictions are made, and the summation
over h,w denotes the spatial dimensions of the segmentation
map. Perception IoU is essentially the same but limited to the
present frame. The VPQ evaluates the combined recognition
and segmentation quality of instance predictions over time. It
assesses the consistency of instance IDs across time (recog-
nition quality) and the accuracy of instance segmentations
(segmentation quality). VPQ is defined as:

4 IoU(py,
VPQ = Z E(ptvfh)ETPt (Pt qt) )

£ |TP;| + 5|FP;| + 3[FN,| ’

where TP, is the set of true positives at time step ¢, repre-
senting correctly detected ground truth instances, FP, is the
set of false positives at time step ¢, representing predicted
instances that do not match any ground truth, FN; is the set
of false negatives at time step t, representing ground truth
instances that were not detected, IoU(py, ¢ ) is the intersection-
over-union between a predicted instance p; and a ground truth
instance ¢;, and 7' is the prediction horizon. An instance is
considered a true positive if the ToU exceeds 0.5 and the in-
stance ID is consistently tracked across the 2-second prediction
horizon. The results are reported in two ranges: 30m x 30m
(Short) and 100m x 100m (Long) around the ego-vehicle.

TABLE VII: Quantitative comparison between approaches using the
occupancy map output representation in nuScenes validation set.
Works are sorted in ascending chronological order. Best results are
highlighted in bold.

Perception Prediction (2s)
Work ToU (%) ToU (%) 1 VPQ (%) 1

Short Long Short Long
FIERY [55] 38.2 59.4 36.7 50.2 29.9
BEVerse [22] - 61.4 40.9 54.3 36.1
ST-P3 [68] 40.1 - 38.9 - 32.1
StretchBEV [59] - 58.1 52.5 53.0 47.5
TBP-Former [62] 46.2 64.7 41.9 56.7 36.9
UniAD [61] - 63.4 40.2 54.7 33.5
FusionAD [78] - 71.2 51.5 65.5 51.1
PowerBEV [57] - 62.5 39.3 55.5 33.8

This quantitative evaluation methodology, proposed by FIERY,
has been widely adopted in subsequent research.

Perception Performance Comparison: TBP-Former
achieved the highest IoU (46.2%) among the approaches that
report this metric only at the present frame. This success can
be attributed to its pose-synchronized BEV encoder, which
integrates geometric priors with learning-based mechanisms
to achieve one-step synchronization. By minimizing distortion
and ensuring precise alignment of spatial and temporal
features, TBP-Former significantly improves segmentation
performance.

Prediction Performance Comparison: FusionAD outper-
formed other methods in IoU at short ranges and achieved
the highest VPQ at both short and long ranges. This superior
performance can be credited to its multi-modality fusion
framework and the Fusion-Aided Modality-Aware Prediction
(FMSPnP) module. FusionAD effectively combines comple-
mentary modalities (multi-view images and BEV LiDAR),
generating robust BEV features that enhance motion prediction
accuracy and reliability. Additionally, the FMSPnP module
employs a modality self-attention mechanism to capture in-
teractions between different modalities, enabling a compre-
hensive understanding of the multi-modal data and refining
trajectory predictions. StretchBEV achieves state of the art
performance in long range prediction, with the highest IoU
(52.5%) and the second highest VPQ (47.5%). This success is
largely due to its innovative approach of assigning a separate
random variable to each spatial coordinate in the BEV grid,
allowing the model to effectively capture and represent spatial
uncertainty. This capability enables StretchBEV to maintain
high prediction accuracy in long-range scenarios, where ac-
curately preserving spatial details becomes significantly more
challenging.

IV. FUTURE RESEARCH DIRECTIONS

Through an extensive analysis of the state-of-the-art on
joint perception and prediction for autonomous driving, several
research gaps were identified, despite the substantial advance-
ments achieved so far. Based on this analysis, we outline
potential future research directions to address these gaps and
advance the field.
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e Underutilization of certain modalities: RADAR data
remains underexplored in joint perception and prediction
approaches. Integrating RADAR with other complemen-
tary modalities could enhance robustness, especially in
poor visibility conditions. Additionally, the ability of
RADAR sensors to infer object velocity can improve
motion prediction accuracy, making it a valuable modality
for future research;

o Adapting to non-planar ground planes: Joint per-
ception and prediction approaches typically assume that
all agents within a scene operate on the same ground
plane. While this assumption is generally valid for local
predictions over short distances, it may not hold true in
geographically varied environments. For example, cities
like San Francisco in the USA, characterized by steep
hills and elevation changes, frequently have agents occu-
pying different ground planes within the same timeframe.
Such scenarios can substantially degrade the accuracy of
motion predictions. Future models could incorporate 3D
elevation data or dynamically adapt to varying ground
planes using HD maps or LiDAR data to address this
limitation;

o« Hybrid HD and online semantic maps: HD maps
provide detailed, static environmental information but
are costly and difficult to maintain. In contrast, online
semantic maps are adaptive and up-to-date but less de-
tailed and prone to uncertainties. The advantages of these
methods offer complementary benefits, even though they
are often perceived as competing strategies. A hybrid
approach combining HD maps with real-time sensor data
could balance these advantages, offering dynamic map
augmentation and predicting map changes on-the-fly with
superior details;

« Exploring inter-class interaction modeling: Inter-class
agent-agent interactions, which involve agents of dif-
ferent classes (e.g., vehicles, pedestrians, bicycles), re-
main underexplored. These interactions are crucial, as
different object classes exhibit unique behaviors and
interaction rules. Future research could explore GNNs
and transformer-based attention mechanisms to explicitly
model inter-class agent-agent interactions, building on
their success in intra-class agent-agent and agent-scene
interaction modeling;

o Capturing uncertainty in pixel-wise outputs: Pixel-
wise output representations do not currently model the
inherent uncertainty or multimodal nature of future trajec-
tories. Expanding this representation to predict multiple
motion hypotheses and represent them using probabilistic
distributions, such as Gaussians or Laplacians, could
significantly enhance its utility;

« Instance-aware occupancy map methods: Occupancy
maps have gained popularity for their ability to cap-
ture the motion of the entire scene simultaneously in a
class-agnostic manner, rather than predicting individual
agents one at a time. However, object classes demonstrate
unique motion behaviors and interaction dynamics that
are critical for accurate predictions. Future research could
focus on instance-aware occupancy methods that account

for these class-specific behaviors while maintaining the
holistic view of the scene;

o Advancing weakly, semi, and self-supervised learning:
Supervised learning approaches currently dominate the
field of joint perception and prediction. However, the
emergence of weakly-supervised, semi-supervised, and
self-supervised methods offers promising pathways to
reduce reliance on large-scale, human-annotated datasets,
which are resource-intensive and costly to produce. While
these novel approaches have yet to fully match the perfor-
mance of supervised learning, they are rapidly reducing
the gap, as highlighted in Future research
should prioritize further advancements in these methods
to minimize dependence on annotated data without com-
promising performance;

o Unified metrics for joint perception and prediction:
Perception and prediction tasks are inherently comple-
mentary and influence each other, particularly in joint
perception and prediction approaches where these tasks
are optimized together. However, most existing methods
continue to evaluate their performance using separate
metrics for each task. This disjoint evaluation fails to
account for the interdependence of perception and pre-
diction. There is a need for a unified metric that penal-
izes errors such as trajectories with correct first-frame
detections but incorrect forecasts (false forecasts) and
trajectories with incorrect first-frame detections (missed
forecasts). FutureDet [51]] introduced such unified metric,
called Forecasting Average Precision (APy), designed
for bounding box output representations, but its adop-
tion remains limited. However, no unified metrics exist
for pixel-wise or occupancy map output representations,
highlighting a significant research gap that should be
addressed by future research.

V. CONCLUSION

This survey provides the first comprehensive review of state-
of-the-art approaches in joint perception and prediction for
autonomous driving. It introduces a detailed taxonomy that
encompasses input representations, scene context modeling,
and output representations, offering a structured framework to
understand the field. Each section of the taxonomy highlights
key methods, their contributions, and their limitations, deliv-
ering a thorough overview of current advancements.

The qualitative analysis underscores the increasing com-
plexity of models, from well-established CNNss to the adoption
of transformer architectures, alongside the growing interest
in self-supervised learning as a complement or alternative to
traditional supervised methods. The quantitative comparisons
demonstrate substantial progress across the three primary out-
put representations: bounding box, pixel-wise, and occupancy
map. These advancements reflect the maturity of the field to
achieve safer and more reliable autonomous systems.

This survey serves as a resource for researchers, sum-
marizing key achievements while identifying research gaps
and outlining possible future research directions. By bridging
existing knowledge and future research possibilities, it aims
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to guide further exploration and innovation in joint perception
and prediction for autonomous driving.
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